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In order to address hate speech in
online discussions more efficiently, the
field of automatic hate speech detec-
tion has expanded in recent years. The
heterogeneity of hateful content, the
difficulties defining hate speech, and its
consistent distinction from offensive
language are challenging (Davidson et
al., 2017; Fortuna & Nunes, 2018). Our
aim is to contribute to this research by
providing:
• an error analysis of a deep learning

model for hate speech detection
using theory-based and manually
multi-labeled data,

• insights into the ability of our model
for different forms of expressions.

Data and algorithm implementation
We developed a theory-based coding
scheme to account for different forms
of hate speech and offensive language
(Table 1). In a case study on the topic
of migration, 11,263 German user
comments posted in 2018, 2019 and
2020 to a sample of news sites, right-
wing blogs, and social media were
manually classified. Judgements of
individuals or groups in the comments
were identified and qualified using the
coding scheme. To compensate for the
high variance in our dataset, we used
transfer learning and large corpora of
unlabeled text to pretrain a deep
learning model on the basic concepts
of the German language. We then fine-
tuned the model on our specific task
using the training data with binary
labels for hate/no hate (‘hate’ applies if
at least one hate speech element has
been identified).

Results and Discussion

The trained model was run on the test-set with 11,263 samples. Evaluation scores
were low, especially the precision and F1-score for the ‘hate’ samples. The high
information density of our data set allowed an extended error analysis to better
understand which forms of comments cause the misclassifications. Results show
that the model often misclassifies comments containing elements of offensive
language as hate speech. The ability of the model also differs with each target
group; e.g., comments mentioning migrants/refugees are often misclassified for
hate speech. With respect to hate speech forms, the results show that comments
dehumanizing the target or calling for violence or death are often misclassified.
Thus, the error analysis reveals bias in our model that need careful consideration.
The study also confirms that the trade off between hand-coded data and balanced
data is difficult to solve for a rare task such as (extreme forms of) hate speech.

Figure 1: Number of false/true negatives and positives on different levels of verbal aggression (left), different hate target 
groups (middle), and different hate speech forms (right). 
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