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Human-labeled datasets are very valu-
able for the scientific community since
they can be used for algorithmic classi-
fication. However, such datasets are
scarce. This applies in particular to the
field of analyzing ‘hate speech’ in user
comments on news sites and social
media (Fortuna & Nunes 2018). Despite
the high relevance of the topic, only a
few datasets are available (e.g., Wa-
seem 2016; Wiegand et al. 2018) and
many have serious limitations regarding
the theoretical background of the con-
structs, the documentation of the label-
ing procedure, and data reliability (Ross
et al. 2016). Low reliability results pri-
marily from three factors:
– Labeling is often carried out by non-

experts (Snow et al. 2008).
– Binary labels for complex constructs

(e.g., hate/no hate) lead to problems
with ambivalent cases.

– Conflicting training data when only
part of a comment is hate speech.

Data collection

To address such limitations, we present
a human-labeled dataset consisting of
more than 9,000 German user com-
ments on flight and migration. One por-
tion was collected in August 2018 from
various sources including 8 news sites,
7 Facebook pages, 31 YouTube chan-
nels, 3 right-wing blogs and 1 Q&A site.
A second round of collection in March
2019 focused only on sources that con-
tained a high amount of hate speech.

The collection of comments was car-
ried out in two steps: First, the sources
were searched for articles or postings
on flight and migration using relevant
terms. Then, the first 50 user comments
on each of these articles and postings
were considered for annotation.

Annotation

Using a detailed theory-based manual,
five students were trained to label eight
categories using BRAT (Stenetorp et al.
2012). Hate speech was identified indi-
rectly through a modularized approach:
– First, all negative judgments of in-

dividuals or groups within the com-
ments were annotated as ‘entities’.

– Second, these ‘entities’ were then fur-
ther qualified by attributing 7 labels,
including targets of judgement (e.g.,
refugees, migrants, politicians), sub-
ject of judgement (culture, sexuality,

character/behavior), violent implica-
tions (e.g., call for violence), gener-
alizations (by ethnicity, gender, re-
ligion etc.), as well as insults, dero-
gatory comparisons, and forms of
dehumanization.

Figure 1 gives an overview of the
amount of negative judgments identi-
fied within the user comments as well
as the frequency of insults, generali-
zations, violent implications and dehu-
manization associated with these judg-
ments. Using this method, it is possible
to analyze the user comments in our
dataset against the background of vari-
ous definitions of hate speech or offen-
sive language. Based on a common
understanding of hate speech, we con-
sidered all negative judgments that in-
clude generalizations, violent implica-
tions and/or dehumanization as hate
speech. Our dataset contains a total of
1,191 of such judgments.
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Figure 1. Frequency of annotated judgments and labeled categories within the dataset
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